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The rapid advancement of artificial intelligence (AI) in the last few years has had it 

encroaching in just about every field imaginable, including healthcare. In this paper, we will 

explore the ethical implications of AI in healthcare, focusing on its current use, ethical questions 

raised, incorporation into medical education, and the future clinical environment. By examining 

peer-reviewed research and incorporating perspectives from medical professionals, this paper 

aims to provide a comprehensive analysis of the ethical implications of AI in healthcare. 

AI is already in use across many areas of medicine, including monitoring of vitals, 

diagnostic imaging such as autonomously spotting cancer cells [7], analyzing mental health risks 

[11] and even planning treatment for optimal outcomes. Data from a large survey conducted by 

the American Medical Association (AMA) suggests approximately one third of doctors are 

currently using some form of AI tools in their daily practice, albeit mostly for administrative 

tasks such as “…generation of patient messages and chart summaries, and prediction of 

demand and associated workforce needs.” [13]. By utilizing a combination of machine learning 

algorithms, and modern computing, AI systems can analyze vast amounts of medical data at 

speeds impossible to manually evaluate, or even evaluate with mathematical modeling. After 

doing that, AI can in some cases provide accurate predictions and suggestions. However, this 

raises ethical questions that need to be addressed. Even if an AI driven medical system 

statistically outperforms our current healthcare system, it is unlikely to be perfect. What do we 

do if it makes a bad call? What is the patient perspective and handing control of their care to an 

algorithm? This is a question that requires more context to answer. 
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A particularly famous case of a bad ethical call related to healthcare was the case of 

Henrietta Lacks, an African American woman whose cancer cells led to the creation the HeLa 

cell line [14]. Unbeknownst to her, her “immortal” cells were passed along to researchers and 

used en masse. Ultimately this helped over 10 million people, but was it the right thing to do 

[14]? Numerically speaking, more people were helped than harmed but should we even be 

trying to quantify this kind of moral dilemma? The use of AI in healthcare raises several ethical 

questions in a similar vein. Jiang states “Before AI systems can be deployed in healthcare 

applications, they need to be ‘trained’ through data that are generated from clinical activities, 

such as screening, diagnosis, treatment assignment and so on, so that they can learn similar 

groups of subjects, associations between subject features and outcomes of interest.” [10]. 

When considering the methods of machine learning, is medical data collected from a patient 

able to be added to a model for use in the algorithm? Research from the University of Chicago 

suggests patients own their data “and can take their data from one provider to another,”. [2] 

There are privacy concerns “...inferences that an AI algorithm can make…by comparing patterns 

in the individual behavior to patterns seen across similar populations of individuals.”[2]. Besides 

the obvious questions regarding privacy (HIPPA was not enacted until 1996), there are 

“...inferences that an AI algorithm can make about the consumer by comparing patterns in the 

individual behavior to patterns seen across similar populations of individuals.” [2] There can be 

issues related to data ownership, informed consent, and bias in algorithmic decision-making. As 

a counterpoint, what is the difference between a learning model holding this data, and a 

medical professional? If people are not perfect, should we expect AI to be? This is in no way 

excusing the malicious actions of humans, but can we as non-perfect individuals expect to 
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create a perfect system? AI is a tool; it inherently has no motives as it is not a sentient being. 

However, a large model could be loaded with biased data, for example from only one group. 

For example, autoimmune issues are almost exclusive to first world countries. If we train a 

model saying that autoimmune diseases are a possible cause of X Y and Z symptoms, it is not 

prepared to be deployed in less developed countries. Is this omission negligent? 

The non-perfect medical system starts with higher education, and then medical school. 

As the use of AI becomes more prominent in healthcare, there is good reason to evaluate the 

incorporation of AI into medical education. While AI has seemingly burst into the public eye 

only within the last few years, AI is not new news. Research from 1991 claims “...artificial 

Intelligence (AI) is having a large effect on the economy.” [1]. Development of AI has been a 

long and steady process driven by advancements in software and hardware. Across science, 

medicine, education and the humanities, AI has had a significant impact since it was first 

developed. The education system as a whole has had to evolve to adapt with technology 

through several major leaps. Some major milestones we could consider would be trade based 

economies, the industrial revolution, the computing age, and arguably the current evolution of 

AI.  

AI has changed the way people can learn, process and access information. Currently 

public perception of AI in education tends to be negative as it may inhibit the learning process 

by allowing students to take shortcuts. However, the question has to be raised, if these 

shortcuts will become commonplace in the workforce, are they shortcuts? Students no longer 

need to travel to a library to access encyclopedias or newspapers on microfiche. The internet 
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age has almost limitless information available with a few clicks. Data from Lee suggests allowing 

students quick and easy access to information with no social pressure was beneficial in a class 

content review environment [6]. Analogies to scientific calculators or spellcheck may seem apt 

but they are missing the same important point in degrading problem solving and critical 

thinking. Calculators, spellcheck, and Google were deemed bad for learning when they were 

the latest and greatest technology. However, in higher education the student still had to 

understand how to solve the problem to a degree. In the context of education, it is important 

to draw the line between information and a solution. While this is inherently vague, we can say 

information is like the pieces of a puzzle, and a solution is the put together puzzle. While both 

give you the pieces, the student needs to be able to put the pieces together to learn. Once the 

puzzle is completed, it literally leads to the complete picture, which helps reinforce the learning 

process. Metaphorically speaking, AI learning models get to look at so many pieces and so many 

puzzles that they can assemble the information on our behalf in many cases. This is 

hypothetical as we are looking to the future but to summarize, access to information is good to 

a point, that point being when the library of information is so vast and easily searchable it 

negates the need for students to critically think and analyze the problems they are presented 

with.  

In a world where this vast easily searchable library of information exists, it inherently 

degrades the learning process if the student allows it to. Exams provide a roadblock for this, 

stopping many of these students in their tracks, which is a necessary evil. Circling back to Lee’s 

study “Research results showed that the application of AI-based chatbots in the review process 

of public health courses could improve students' academic performance, self-efficacy, learning 
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attitude, and motivation” [6]. However, overusing a tool to the point it inhibits learning is a 

responsibility that lies with the student. This is especially important with the education of 

medical students, as they will have a higher ethical responsibility than most in practice. The 

education system may rightfully respond by weighing tests and labs more heavily since AI 

would not be available during, for example, a calculus exam or a chemistry lab. We do not need 

to tear up the education system and allow students to use AI on an exam, a reasonable and 

proportional response will suffice and occur naturally as it has for prior technological 

evolutions. Society requires more skilled and qualified doctors. Lowering standards of care is 

not the solution here. This is especially important in medical school. Is it ethical to allow 

medical students to rely on an AI model to get through their education? Is it fair to the patient 

to allow those same students to practice medicine? 

AI in the business world has been hailed as a time saving discovery, healthcare may not 

be a business, but in terms of work hours we can make a comparison. It is undeniable that the 

world needs doctors, and more of them. The World Health Organization (WHO) indicates there 

is a global deficit of 4.3 million physicians, nurses, and health professionals. [15] While lowering 

standards is not the solution, people who once had to work on repetitive tasks can benefit from 

AI as machine learning can manage the task and the person can focus on other parts of their job 

the business finds more valuable. Similarly, repetitive tasks in healthcare can be automated, 

allowing the same number of doctors to provide the same quality of care to more patients. 

Using AI can eliminate human data entry errors. With medical malpractice being one of the 

leading causes of death in the U.S. we cannot idealize the current healthcare system to the 

point where we view it as unchangeable [18]. Extensive literature research summarized it very 
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well, referring to the “...dual advantage of ethical AI; maximizing the opportunities to cut costs, 

improve care, and improve the efficiency of health and care systems, whilst proactively 

avoiding the potential harms.” [12]. 

             Looking at medicine from a diagnostic or analytical point of view, we can start to see 

some data that statistically suggests we should begin to meld AI and diagnostics. Looking at 

data from Morley’s study regarding early detection of strokes “The data would be extracted 

and modeled by hidden Markov models and SVM, and the algorithm could correctly classify 

90.5% of the subjects to the right group.” [12]. This is breakthrough levels of diagnostic 

improvement, currently strokes are primarily diagnosed after symptoms show. Is it ethical to 

withhold this technology due to red tape?  

That is a dangerous question, but it is important to think about. If technology is evolving 

faster than the regulatory bodies of medicine can handle, what do we do?  This is where it 

becomes an ethical question instead of an objective question, and it is quite possible that there 

is no correct answer. Despite the seemingly limitless benefits, it will be vital to critically analyze 

the role and limitations of AI in medicine to ensure ethical and responsible implementation. 

Figure 1 below from the article by Kun-Hsung summarizes the possible progression of clinical 

practice with implementation of AI.  
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Figure 1a-1d: possible implementations of ML tools in the clinical environment [3] 
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Starting with traditional clinical practice shown in figure 1a, when a patient arrives to 

see the clinician, the clinician uses their judgment and knowledge to assess the patient and 

make decisions. Electronic Health Records (EHR) are generated manually, which is a huge work 

obligation and often runs over into the medical professional’s personal life. This is the system 

we use currently, and there is certainly the potential for ethical issues as we have discussed 

previously. Should we expect an AI implementation to be both statistically superior, and more 

ethical than the humans whose decisions are used to train the algorithm? 

Adding an AI tool shown in figure 1b, after a clinician examines the patient and then the 

EHR is sent to the ML algorithm. The clinician then uses the output of the model to facilitate 

making a diagnosis. While it does not pertain to the ethics, this may actually make the 

clinician’s job more difficult as the EHR’s need to be completed on the fly, which is simply 

unrealistic oftentimes. Ignoring the potential workload issue, this seems like a reasonable 

method of logically validating the clinician’s diagnosis, but it certainly leaves room for the 

algorithm influencing the decision making. However, is the influence a bad thing if a doctor is 

ultimately making the call? The answer is it depends. Does the doctor blindly follow what the 

ML model says? Or do they work in parallel so the conclusions can be compared? If we assume 

the doctor maintains their professional and ethical standards, conceptually there should not be 

an issue with this method of clinical integration. 

In the model shown in figure 1c, additional information is added to the patient’s EHR 

after being run through the ML algorithm. This is very similar to the model shown in figure 1b. 

Having the entire objective story in EHR would be a positive because data entry errors are a 
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significant and documented problem in many fields. With that being said, do we want to allow 

AI to do write to EHR’s unchecked? As a counter point, if it is more accurate than a person, is it 

ethical to not implement automated EHR writing for the benefit of the patient?  

Fully automating as shown in figure 1d removes a clinician from the practice altogether 

and upon first glance, can be ethically shaky at best. So many conditions present the same way 

and not having a clinician in the loop could result in inaccurate diagnoses, which is obviously a 

negative for the patient. As an example of a fully automated diagnostic tool, at Duke University, 

an app for parents to screen their children for autism spectrum disorder (ASD) is being trialed. 

The app uses a phone camera “to record young children’s reactions while they watch movies 

designed to elicit autism risk behaviors, such as patterns of emotion and attention, on the 

device’s screen.” [7]. This use of fully automated data collection would be helpful as bringing a 

young child in for lengthy observation is not always practical. The ethics of data protection are 

being addressed as researchers “develop new machine learning algorithms for privacy filters for 

the images and videos they collect.” [7]. This is a huge leap from the model suggested in figure 

1c, and while we may have evidence to suggest it can be helpful in certain situations. I propose 

a fifth model may fill a gap that could provoke some interesting questions. 
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In this conceptual model, the doctor examines the patient with the ML tool listening to 

the exam and recording the relevant points of the conversation. Additionally, test readings can 

be automatically written to the EHR. The AI tool would also be able to review the patients’ EHR 

at the same time for any relevant information. The EHR could then be validated by the medical 

professional, and the decision could be made with the doctor and AI tool in parallel. This 

significantly could reduce the workload of the doctor regarding EHR’s, but maintain a human 

validation at every step of the process.  

As the above example suggests, it will be vital to critically analyze the role and 

limitations of AI in healthcare to ensure ethical and responsible implementation. There may not 

be a correct answer at this point, and there is most certainly some opinion involved. The 

opinions of both the patient and medical professional are relevant.  
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We need to examine what to do and who is responsible in the event of medical mistakes 

driven by AI tools before we can proceed further with this concept. Recently a chatbot provided 

incorrect information to a customer of Air Canada regarding a flight [16]. Imagine a 

hypothetical scenario where an automated medical system gave an incorrect recommendation 

of a medicine the person is allergic to. In the event of accidents or malpractice caused by AI 

systems, it is important to determine who is responsible to analyze significant ethical and legal 

concerns.  

Discussions surrounding liability issues and appropriate measures to hold individuals or 

organizations accountable need to be put in place before launching AI powered patient 

information systems without a human in the loop. In an objective and emotion-free world, we 

would fully integrate any tested and proven AI tool into healthcare that outperforms humans. 

However, considering the great potential of the human psyche. In the ultimate worst-case 

scenario, we cannot expect people to throw up their hands and say oh well if someone is killed 

as a result of malpractice originating from an AI healthcare tool, it cannot be the fault of the 

medical professional. However, is it not their responsibility? To make an argument in favor of 

allowing AI to seep into healthcare, currently the doctor is responsible for the care of the 

patient. That remains true regardless of the tools they use. We can look forward and apply this 

reasoning to medical professionals using AI powered tools, if and only if a qualified medical 

professional stays in the loop. Allowing AI the autonomy to make decisions in a vacuum is an 

entirely different discussion. Maintaining the ethical order that has been established in 

medicine requires a trained and qualified medical practitioner to be involved in the decision 

making process as they currently are. 
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AI systems have the potential to revolutionize healthcare by automating routine tasks 

and enhancing diagnostic processes. Healthcare systems and providers should not fully rely on 

AI systems and ensure human involvement in critical aspects of healthcare. Patients want to 

have relationships with their medical providers and be able to trust their diagnoses and 

recommendations. Olaisen’s research shows “The quality of the physician-patient relationship 

is positively associated with functional health.” [17]. Having AI in place behind the scenes 

analyzing and processing data can allow medical providers to make more informed decisions. 

The now common phrase “human in the loop” is especially important in the clinical 

environment. To summarize, the near future and far future clinical environments entails two 

different questions. With the current intelligence level of AI models, the studies show it would 

be beneficial to integrate AI into the medical process to analyze data, as long as a physician 

makes the ultimate call for diagnoses and treatment.  

Using AI in healthcare presents both incredible opportunities and ethical dilemmas. If 

generalized artificial intelligence is realized, we are drawn to some questions. If the technology 

we create is more advanced than we are, who is in the driver’s seat? Pertaining to healthcare, 

currently we feel obligated to provide patients with the best care possible. Do we continue to 

do that even if it involves using tools and systems entirely run or developed by AI? Ultimately, 

we cannot conclude that there is one correct answer. If implementing AI is the statistically right 

choice in that more patients have better outcomes, should we? Likewise, is this a reduction in 

our autonomy and self-sufficiency as a society? Even if that is the case, can we say it is right to 

willfully have worse healthcare outcomes in the name of autonomy? To reflect on the bigger 

picture, are we obligated to become as advanced of a society as possible?  
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work at the Virginia Humanities Conference (VHC). My research won the best undergraduate 

presentation award and I have included the award statement. 

 


